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1 EXECUTIVE SUMMARY

This report represents the final deliverable of the project titled Integrated
Diagnostics for Ground Equipment (IDGE).

The objectives of the study are:

« Review the sources of Autonomic Logistics data,

— The data requirements

— The timeliness or required “pull” of such data

— Its transmission means (in garrison and the field, afloat and ashore)

— The availability of current or planned logistic systems to receive the
data

— Decision Support Tools (DSTs) to transform data into necessary
information by which timely and long term support decisions can be
made as part of Total Ownership Cost (TOC)

+  Recommend standards for the Corps to apply across existing and planned
end items regarding diagnostic sensor integration

The project charged the interdisciplinary team from Penn State University to
investigate the viability of implementing Integrated Diagnostics incorporating
Condition-Based Maintenance (CBM) for Ground Equipment used by the U. S.
Marine Corps. The interdisciplinary team was made up of participants from
Department of Industrial Engineering (DolE), School of Information Sciences and
Technology (SIST) and Applied Research Lab (ARL).

The study over the past 14 months has resulted in integration of research from
multiple fields, involved study of industry practices in condition-based
maintenance, and has sought and obtained participation from several U. S.
Marine Corps units including Maintenance and Supply divisions. A number of
current systems were also studied, specifically to understand their contribution to
integrated diagnostics, including Marine Corps Integrated Management System
(MIMMS), Supported Activities Supply System (SASSY) and Marine Corps
Equipment Readiness Information Tool (MERIT) as were current maintenance
and supply practices. Prior work leveraged included the Quadrant Model as well
as several studies related to research streams (e.g. data mining and data fusion)
that contributed to the study.

The results of the study are presented in the final version of this report as a
collection of templates that Program Managers for different items may use for
initiating Autonomic Logistics and CBM for the platforms that they are
responsible for. The templates that are presented range from a host of decisions
that include sensor selection / placement, identification of decision nodes and
support technologies including data mining and data fusion, architectural
decisions such as the placement of data repositories at different locations, and
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current and future practices that can be uncovered as use cases and scenarios
so they exhibit fidelity with current practices as well as retain informal practices.

1.1 Core Assumptions

The work contained in the report is informed by a few core assumptions that the
team made in the early part of the project in collaboration with relevant personnel
from the USMC, who participated in the project.

First, it was assumed that a strategy for integrated diagnostics would be hybrid
i.e. a mix of legacy systems and new applications that would provide a migration
path for the existing fleet of vehicles or major end-items as well as leverage the
investments in applications and people that currently exist. In particular, this
meant that the team used the U.S. Marine Corps Operational Architecture (OA)
as the backdrop against which it would generate its recommendations. Two other
strategies were considered and discarded. The strategy of requiring installation
and use of proprietary sensor technology in vehicles that would drive the IT
infrastructure for CBM was considered too risky. The strategy of only using
existing applications such as MIMMS and MERIT was considered inadequate to
realize the innovations that would make integrated diagnostics possible.

Second, the methodology for investigating the problem was informed by the dual,
top-down (user-driven) and bottom-up (sensor-driven) approaches (see Figure
1.1) that informed each other and ensured, through an internal consistency
check, that the recommendations would be feasible (bottom-up) as well as
pragmatic (top-down). In particular, utilizing contemporary research in the areas
of sensor technologies, data mining, data fusion, and condition-based
maintenance operationalized the bottom-up approach. The top-down approach
was used to envision the proposed IDGE system, operationalized by utilizing
research from scenario-based analysis of systems and techniques such as use
cases. The results were also informed by prior work in the areas of the Quadrant
Model for supply chains and industry practices related to condition-based
maintenance.
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Figure 1.1 The Analysis Approach

Figure 1.1 captures the essential processes that are part of the envisioned
system. This includes a CBM system on board the Light Armored Vehicle (LAV)
that identifies anomalies during operations. The signals generated by the sensors
are either processed on board or transmitted to an external processing unit for
diagnosis/prognosis. Through diagnosis/prognosis the requirements for parts,
manpower and facilities are identified. The system also allows a human-in-the-
loop to do the same if required. These requirements trigger the specific
maintenance processes within the OA. The information collected during these
processes are stored and catalogued to maintain LAV history, and are analyzed
to help in decision support at the tactical, operational and strategic levels. The
study, thus, considered the full cycle of processes from identification of
maintenance requirements until its fulfilment and retrograde. The pertinent
issues identified during the study and the corresponding recommendations are
listed against each task specified within the task description.

Third, to ensure that the study would be tied to a concrete exemplar, a specific
kind of ground vehicle was chosen. This was the LAV. The LAV already has a
record of deployment in the field, follows established patterns of maintenance
routines and is currently under a service life extension program (SLEP). These
required the team to ensure that they understand and incorporate existing
systems and practices in the work carried out and the recommendations
developed. Further, the LAV has been the subject of other CBM efforts (one at
RIT, another at Penn State, ARL), which informed the present study.
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Finally, two key considerations drove the efforts of the team. First was the
mandate that the practices for integrated diagnostics for ground equipment be
significantly similar for garrison and in-theatre situations instead of the current
divergence between the two. To ensure this, trips were made to the Schoolhouse
at the Aberdeen Proving Grounds, MD, and the Maintenance Depot at Albany,
GA. Second was the desire that the study be informed by ongoing efforts in other
agencies within the armed forces such as the U.S. Air Force and the U.S. Army.
Expertise within the team, engaged with similar projects with these agencies,
ensured that the current study was influenced by results from these agencies.

1.2 Summary of Work Performed

The report represents the work performed by the team to address the tasks it
was charged with. Following the rationale discussed earlier, the approach used
by the team was one of a combination of top-down and bottom-up approaches.
The tasks addressed by the team were specified in the following task description
(TD):

Task 1. Literature Review

e All pertinent USMC logistics information on one selected USMC end item

e |egacy logistics support systems, current operating procedures and future
support concepts to include Logistics Modernization (which began under
the Integrated Logistics Capability (ILC) effort) for incorporation on the
selected system

e Technologies that do or could support maintenance diagnostics for the
selected end item

o Data processing technologies that do or could support predictive
maintenance actions and/or failure modes on the end item

e Trend analysis/decision technologies that would assist USMC logistics
managers in initiating/maintaining end item reliability situational
awareness

Task 2: Maintenance Data Implications

* Review what types of maintenance data that is currently being generated,
the sources of this data, means of data generation, how the data is
stored/catalogued/reviewed/acted upon

e Review the selected end item for the types of sensors/diagnostic tools
needed to facilitate system diagnostics/failure analysis

e A recommendation on what data representation and data recognition tools
are available to transform data streams into useable information

Task 3: Logistics Systems Information
e Review the suitability of current and future logistics systems to use the
maintenance information generated
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e Analyze the logistic support decisions for the selected USMC end item
and future systems

e Determine the quantity/quality/timeliness of information to be used

e Review candidate decision tool technologies and recommend which are
most suitable for implementation

Task 4: Establish Universal Data Support Requirements
¢ |dentify data support functions for multi-sensor prognostics integration for
the selected end item
e Recommend candidate web based technologies to facilitate multi-sensor
prognostic integration for the selected end item

Task 5: Identify Critical Path and Risks for One the Candidate System
e lIdentify a critical path for implementation of a USMC Autonomic Logistics
Support System by FY 2008

A significant outcome of these tasks was expected to be templates that Program
Managers (PM) of different ground vehicles may use to initiate or implement
efforts that can support integrated diagnostics. To address the above TD, and to
specifically generate the expected outcome, the results are structured in this
executive summary as the progression from the users of the envisioned system
to the underlying sensors that would need to be placed on the ground equipment.
Figure 1.2 below shows this progression and the templates resulting from each
step in the progression.

Progression from Users to Sensors

Futuristic Maintenance Information Information Data Sensor
Scenarios Practices Requirements Processing Gathering Placement
y y Y Y K
Templates Generated
v v v v \4 v

Scenario Architecture, Aggregated, Data Fusion / Frequency Sensor

Generation Use Cases Individual Mining/ of Data Selection,

Process Data Decision Gathering Placement
Requirements Support

Figure 1.2 Work Performed and Templates Generated

The structure of the report reflects this bias. Figure 1.3 below shows the mapping
of the work performed against tasks from the TD and their coverage in the
different chapters.
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Work Performed

Futuristic [ Maintenance Information Information o Data e Sensor
Scenarios Practices Requirements Processing Gathering Placement

Mapping against Tasks and Chapters
v v v v A\ v

Chapter 4 Chapter 3 Chapter 4 Chapter 4 Chapters Chapters
3&4 3&5

Figure 1.3 Structure of the Report

The analysis performed in this systematic manner resulted in the team's
recommendation for a futuristic IDGE systems architecture.

1.3 Recommendations

The work performed so far has resulted in several templates that are illustrated in
the relevant chapters and compiled in the appendices at the end of the report.
The specific recommendations that we outline, therefore, are tied to the content
in these templates.

Recommendation 1

The templates provided in the appendices represent the course of action on
several fronts that PMs may follow for initiating Integrated Diagnostics for the
ground equipment they are managing. Some of these templates provide
processes that the PMs may follow (e.g. Creating Use Cases), whereas others
represent an outline of decisions that they may adapt (e.g. Sensor Selection and
Placement).

Recommendation 2

While the templates provide considerable guidance, they contain actionable
items that are distilled from much research that has contributed to their
discovery. An educated use of these templates will require tracing the elements
that resulted in these templates. This information is available in the interim and
final reports provided to the Marine Corps as part of this study. These templates
will be made available to the Marine Corps as a single electronic, browsable
source for use by the Program Managers.

Recommendation 3
The templates provided build on the exemplar, the LAV, used in this study. They
will need to be adapted and tailored for each platform. Use of the templates
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should, therefore, involve participation from the subject matter experts (SMEs),
who are involved with the maintenance of the platform in question. To ensure a
systematic evolution of these templates, a feedback mechanism and procedure
should be implemented so that the adapted templates are centrally integrated
across the business enterprise.

Recommendation 4

The templates provide a desirable end-state for IDGE. The vision provided by
these templates for the implementation of the systems architecture will require
some time and effort to realize. A transition plan to incrementally introduce
integrated diagnostics should, therefore, be considered by each PM. This plan
should include which systems e.g. MIMMS, MERIT will continue to play a role in
the envisioned system, and how the roles of individuals and units will change
upon introduction of the proposed system.

1.4 Credits and Acknowledgments

The study benefited considerably from contributions by the following individuals:

Lt Col Douglas Turlip
Maj. George Pointon
Maj. Hanesley Blake

USMC DETACHMENT, Aberdeen Proving Grounds at Aberdeen, MD
Maj. Dan M. Mielke

Maj. Matt E. Sutton

CWO3 Clifton Greenhow

GySgt William Cowger

Marine Corps Logistics Depot at Albany, GA
Ms. Pat Shaw

Mr. Randy Geoghagen

Capt Jake Enholm

1.5 Organization of the Report

Chapter 2 deals with Task 1. Literature reviewed is identified and appropriate
systems are discussed. In Chapter 3, maintenance data implications are
addressed. Current maintenance practices, current data collection, the relevant
sensor processing details along with decision tools such as quad model and data
mining are discussed. In Chapter 4, the team'’s work related the current and the
OA based futuristic maintenance processes, which are discussed through the
help of several, use cases. Futuristic scenarios developed and discussed In
detail in Chapter 4 led to the identification of the data items leading to the
development of the required data bases and decision tools for tactical,

10
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operational and strategic levels. Chapter 5 covers the data support functions for
multi-sensor prognostics and diagnostics and the envisioned futuristic systems
architecture. Chapter 5 discusses in detail a web based proof-of-concept IDGE
system with LAV as an end item. This part of the report is not exhaustive and the
work is still on going through other related studies. Chapter 6 deals with critical
paths and risks. This final report builds on the past Interim Reports (IRs), which
are included as Appendices and summarizes the entire effort. A concise
summary is given in each chapter for all those tasks reported in the past IRs.
Wherever appropriate cross-references to the past IRs is given those appendices
are included.

¢
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2 LITERATURE REVIEW

Task 1: Literature Review Task 1.1: Review all pertinent USMC logistics information on
one (1) selected USMC end item. This will include reviewing legacy logistics support
systems, current operating procedures and future support concepts to include the
Logistics Modernization efforts for incorporation on the selected system.
e Task 1.2: Review of technologies that do or could support maintenance
diagnostics for the selected USMC equipment.

o Task 1.2.1: Review of data processing technologies that do or could
support predictive maintenance actions and/or failure modes on the
selected USMC end item.

o Task 1.2.2: Review trend analysis/decision technologies that would
assist USMC logistics managers in initiating/maintaining end item
reliability situational awareness.

As a part of the literature review, we concentrated on the following:

1. Autonomic Logistics

2. Current USMC maintenance processes/systems

3. Maintenance systems in DoD

4. Maintenance systems within commercial sector

5. Sensor Processing techniques
A brief summary of our effort is reported in this chapter. Appropriate details are
cross-referenced with the previous IRs and appendices.

Figure 1.1 shown in Chapter 1 represents the high-level conceptual view along
with the set of processes for IDGE. The envisioned system encompasses Health
Monitoring of ground equipment using sensors; A logistics system that is capable
of autonomously performing the tasks of acquiring, processing and distributing
data; presentation of the data in the form of usable information across the
enterprise to facilitate efficient decision making. Once the team identified these
goals it was necessary to scope the type of literature that would be reviewed.
The team surveyed similar work done within other DoD organizations,
maintenance systems used in the Industry and the best practices for
maintenance. The team also reviewed the technical issues related to sensors,
sensor fusion and fault diagnostics. Each of these issues was critically analyzed
within the context of autonomic logistics.

The most important driving force behind the development of IDGE is the
Autonomous Logistics (AL) Concept. The OA is the foundation on which AL is
built. Therefore the team laid a heavy emphasis on OA. As OA covers the
operations related to both the garrison and deployed environments the team
religiously followed the OA architecture for futuristic IDGE system development.

The concept of AL enables automated processing and distribution of data to
subsequent nodes within the system. Even though the acquisition, processing
and distribution of data are automated the issue of visibility of the processes is
critical to the Marine Corps environment. Therefore the human in the loop needs
to be supported with sufficient information and analysis for decision-making. The

12
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idea of autonomic logistics eliminates the need for human effort in performing the
non-value added activities. MC personnel will be able to utilize their time towards
making decisions and execution. This reduces the cognitive burden on the
personnel. The key enabler of the AL concept in the context of maintenance is
information technology combined with appropriate sensors and fault
diagnostics/prognostics techniques.

The team reviewed the current processes used for maintenance within the
USMC and observed the following characteristics:
e Mission critical data on weapon and support systems is communicated
from the battlefield through manual methods
e Reporting burden on the commander is high
o Data is generally inaccurate and/or lacks granularity
e Data is not timely - up to 24 hours old
e Information generated, such as Inventory utilization, readiness rate efc.,
are not timely.

The high level requirements for enabling AL have been identified as follows:

e Ground Equipment that encompasses both diagnostic and prognostic
capability supported by Health Management system onboard

e Technical support to the operational personnel

e An advanced Information System characterized by Wireless
communication technology and Integrated Data Environment (IDE) and
Shared Data Environment (SDE)

e A logistic infrastructure that will be responsive to support requirements of
the supported units in near real-time

The team identified similar systems and relevant maintenance practices used
within the industry and within DoD. Critical analysis of these systems led to:

e Obtaining a better understanding about AL concept

¢ Understanding the latest technologies available for sensing and sensor
processing

e |dentifying the requirements of USMC maintenance personnel

e Understanding the best maintenance practices followed in the Industry
today

A brief review of the systems and technologies that were studied by the team is

presented in Table 2.1. The columns under reference shows the Appendix and
IR documents where relevant details can be found.

13
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~ Table 2.1: System Review

Review of the Existing S

/stems and Processes

Current practices

- Most current maintenance
procedures are paper based

- The information is
aggregated and stored only
within the supply units

- Limited analysis is performed
for decision support.

Appendix 8.6:Interim Report
1 ( Pages 24 — 31)

MIMMS

-MIMMS is a web-based
system that is used at the
headquarters, depot and for
field maintenance.

-MIMMS is a non transactional
database that is used to store
request information

Appendix 8.6: Interim Report
1 (Pages 27 — 31)

MERIT

-The MERIT is a static Data
repository.

-The MERIT system uses a
goad visualization tool for
viewing the equipment
readiness.

Appendix 8.7: Interim Report
2/3 (Pages 50-51)

Global Combat Service
Support-Marine Corps (GCSS-
MC)

This is the proposed
integrated system that
presents enterprise wide asset
visibility

Appendix 8.6: Interim Report
1 (Pages 78 — 87); (11.3
Appendix 1: Pages 78-89)

CBM in the Army

Three phase approach

- Short Term immediate
insertion of sensors to acquire
available information

- Diagnostics, deploying
sensors to make automatic
prediction about failures within
the vehicle

- Long-term goal to include
prognostics module to enable
anticipatory maintenance.

Appendix 8.6:Interim Report
1 (Pages 122 — 124); (11.7
Appendix 5: Pages 117-132)

Review of Maintenance Systems in the Industry

Boeing -Boeing uses an effective web
based system Appendix 8.6: Interim Report
myboeingfleet.com 1 (Pages 134 — 136); (11.8
-Boeing also uses a global Appendix 6: Pages 133-141)
airline inventory network

Penske - Effective Oil Analysis

Program
- Six Sigma analysis for
maintenance operations

Appendix 8.6:Interim Report
1 (Pages 143 — 147); (11.9
Appendix 7: Pages 142-148)
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Automotive Telematics
- GM OnStar

Automotive telematics
presents the key idea of
collecting health information of
the vehicle and sending it to
do preventive maintenance.

- Currently the sensing
performed on the vehicle is
limited but the OnStar System
gives the details of the
infrastructure requirements to
facilitate real-time health
monitoring

- Location based services

- Satellite Communication to
relay real-time health
information

Appendix 8.6:Interim Report
1 (Pages 150 — 170); (11.10
Appendix 8: Pages 149-170)

From our survey we conclude that there is no single system that deals with
sensor information processing to logistics integration. Each of the systems
reviewed have their own merits and shortcomings. However, the relevant
technologies identified have helped us in detailing the IDGE implementation
architecture described in Chapter 5.

15
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3 MAINTENANCE DATA IMPLICATIONS

Task 2: Maintenance Data Implications. Review one selected USMC end item.
Selected based on span of life-cycle acquisition stages.

o Task 2.1: Review what types of maintenance data that is currently being
generated. Review the sources of this data, means of data generation, how the
data is stored/catalogued/reviewed/acted upon.

e Task 2.2: Review the selected end item for the types of sensors/diagnostic tools
needed to facilitate system diagnostics/failure analysis.

e Task 2.3: Based on the results of tasks 2.1 and 2.2, recommend a standard
maintenance data protocol for USMC end items. The recommended approach
will include the following:

o What data is required?

o How the data will be generated/stored/used.

o Recommendations on what data system and communication technologies
are available to implement the approach.

o A recommendation on what data representation and data recognition
tools are available to transform data streams into useable information.

In this chapter the study team focused on maintenance data implications and
decision-making tools. The following are addressed in detail. Appropriate cross-
references are given.

Types of maintenance practices

Data related to maintenance generated

Systems used for maintenance and supply

Decision support tools: Quad Models and Data mining

Sensor processing and diagnostic tools

S0 e Rl

3.1 Overview on Maintenance

Maintenance is an essential part for any system/plant for sustainability of the
system/plant. Monitoring plays a significant role in maintenance. Depending
upon the type of maintenance requirements (scheduled, anticipatory or critical)
monitoring and maintenance efforts are closely inter-related. Figure 3.1 shows
the various types of maintenance practices. Specific definitions of the
maintenance types are detailed in Appendix 8.6: IR 1 (pages 15-16).

16
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3.1.1 Various Maintenance Types Related to Monitoring

| Mamtenance }
A
l Planned (before major failure) 1“ [ Unplanned (at time of a failure) |
|
! I :
Proactive —cause of failure- Predictree —no early failure signs- Breakdown-after major faibure ~
(part monitor) (monitor) (no mortor)
L
Preventive — no failure signs — Reactive — non- major failure-
(part monitar) (no monitor)
v v v v
Time based Time based Tirae based Tite based Emsrgency
M“m b Machine based IMachine based
(reonitor) (monitor) (monitor)

Figure 3.1 Types of Maintenance Related to Monitoring

For our study we deal with three classes of maintenance practices:
e Scheduled: In a system, this type of maintenance is considered to be
essential and is scheduled to be performed during systems operation.

e Anticipatory: By taking a deteriorating current situation into
consideration, this type of maintenance is performed to prevent any further
deterioration. It requires a certain amount of monitoring to provide
sufficient evidence to initiate appropriate action at the best time; however,
it could be time based. Theoretical details related to the Anticipatory
Maintenance can be found in the Appendix 8.6: IR 1 (pages 17-21).

e Critical: This type of maintenance comes into action after the
system/component(s) have failed. It is an unplanned event
(maintenance), which results in high cost and also is not appealing to the
maintenance personal due to the unscheduled work.
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3.2 Current Maintenance Practice within USMC

The current maintenance procedures use paper-based forms such as equipment
repair orders (ERQO), equipment repair order shopping/transaction lists (EROSL)
etc. These are used for requisition purposes and are forwarded to the specific
maintenance units by manual means. The data contained in these forms are
later entered into the relevant maintenance systems such as MIMMS, Field
Maintenance Subsystems (FMS) etc., for keeping records and maintaining
visibility. These systems are stove piped and are detailed in Appendix 8.1.
Table 3.1 shows the current maintenance data generated. The various forms and
records that are currently used for maintenance in the Marine Corps are
described in Appendix 8.1.

3.2.1 Types of Maintenance Data Currently Generated

Table 3.1: Data Aftributes for ERO and EROSL

ERO Number Equipment Repair Order Number

Acceptance Information (Signature) Signature of the person accepting the
equipment

Acceptance Date (DRIS) Date received in shop

Organization doing repairs Name of maintenance shop performing the
repairs

Echelon Echelons of Maintenance

Serial Number Serial Number of the Equipment

Authorization Information (Signature) Signature of the person authorizing the work to
be performed

Authorization Date

Priority Priority assigned to the ERO

ID Number System ID

Nomenclature Name and/or model number of equipment

Job Order Number (JON) Job order number to be charged for the repair
parts

Shop Section Shop section code

Task Number (ltem No.) Serial number for task performance entered in
numerical sequence

Description of Work Brief description of each task

Labor Hours Total labor hours to the nearest 1/10" of an
hour

Mechanic Information Signature of the mechanic performing the
repair

Job Status Code indicating the job status

- Code

Status Date Date on which the status is entered

ERO Number Equipment Repair Order Number

Unit ID Unit name and number submitting the EROSL

Date Received Date received in shop

Date (INIT) Date the mechanic fills in the EROSL

Material usage code Indicates the type of part requested
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(accessories, SECREPS)
Shop Section Shop Section Code
Supply IP
NSN Appropriate NSN of part to be ordered

3.3 Sensor Processing

In recent years, three major advances in information technology have enabled
the development of smart systems. These developments include smart nano-
and micro-scale sensors, wide-bandwidth wireless communications, and
improvements in predictive diagnostics. As a result, systems are beginning to be
developed to monitor their own status or health, and predict the evolution
towards failure. In effect, these smart systems “feel their own pain” and can
announce when they need “care and feeding”. New platforms and weapon
systems, such as the Expeditionary Fighting Vehicle (EFV) for example, are
incorporating sensors and reporting via wireless communications to allow
distribution of information about the system’s health, operating status, and
logistics needs. In particular, the U. S. Marine Corps has developed an OA that
will accommodate platform based sensor observations, generate reports by
platform operators and maintenance personnel, with communication of this
information at local and global levels via wireless communications. The present
study is developing this concept further including, use-cases, physical
architectures, algorithms, and recommendations for improved supply chain
management and logistics support. Summary of the on-going research is
presented to provide a glimpse of a new capability that will exist in which
commanders at multiple levels can conduct intelligent preparation of the logistics
battle-space, analogous to current intelligent preparation of the battlefield.

The use of a broad spectrum of sensors and multisensor data fusion provides the
opportunity to significantly improve the knowledge of the state of USMC
resources (platforms, weapon systems, etc.). The expected benefits include
improved system accuracy, decreased uncertainty, and increased robustness to
changes in the targets and environmental conditions. A key challenge becomes
how to fuse these data to achieve inferences that cannot be achieved using a
single sensor or source. This section of the report describes the concept of
multisensor data fusion, a summary of the state of technology and application of
data fusion to condition based monitoring of systems and platforms.

A conceptual model for an intelligent monitoring system is shown in Figure 3.2.
A mechanical system or military platform such as a rotorcraft (shown at the top
left-hand side of the figure is to be monitored for status and mechanical health.
Failure mechanisms for such a system may include corrosion, wear, lubricant
contamination or degradation, thermo-mechanical fatigue, etc. These failures are
typically flight or safety of flight critical. The intelligent monitoring system shown
in Figure 3.2 has multiple components and functions including; (1) active and
passive sensors, (2) signal processing and feature extraction, (3) pattern
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classification, (4) multi-sensor data fusion, (5) automated reasoning, (6) models,
(7) historical data input, (8) mission constraints, and (9) human-in-the-loop
decision making.
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A special aspect of this research involves developing data fusion algorithms to
improve logistics support. A goal of this study is to establish templates that can
apply to any piece of ground equipment with a standard means to deploy
diagnostics/prognostics, track, evaluate, anticipate failure, activate the
supply/maintenance system to request, order and repair the item based upon
varying time constraint scenarios. Indeed, data fusion assists in this objective
greatly due to its ability to abstract the data into information to be utilized at
higher levels of the system hierarchy. Data fusion is applicable at all levels of the
system hierarchy. At the lower levels its goal is to bring together diverse data
sources and extract key information that is indicative of the equipment condition.
At the intermediate levels, its goal is to integrate diverse information sources to
evaluate the system behavior and assess its ability to handle its mission. In
addition, at this level actions for maintenance and mission re-planning could be
generated. At the higher levels, the goal is to provide contextual, actionable
information to various users in the networked enterprise. Templates have been
developed to help practitioners develop diagnostic processing solutions for
USMC equipment. Some initial templates are presented in Chapter 5.

This section of the report describes the concept of multisensor data fusion,
assessment of the state of technology and application of data fusion to condition
based monitoring of systems and platforms. Examples of these applications to
rotorcraft and land vehicles are provided in Appendix 8.7: IR 2/3. The examples
of systems provided in this review present some demonstrations at various
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levels. A brief summary is also provided of application of information fusion for:
(1) Monitoring the condition of individual LAVs and (2) Monitoring the location
and health of several LAVs in a networked, enterprise setting. The methods and
techniques described in the fault diagnosis examples are not limited to air
vehicles. They can be used on a variety of mechanical equipment in military and
industrial settings. In fact, systems employing such techniques are presently
being tested by the US Navy and US Army for their rotorcraft applications. Also,
several industrial systems for fault diagnosis are becoming available. The
importance of presenting the appropriate information to the user is now being
recognized in the implementation of diagnostic/prognostic systems. In Table 3.2,
column 1 refers to the various sections related to Sensor Fusion and Fault
Diagnosis and column 2 specifies where these details can be found in the
previous IR and its corresponding page numbers.

Table 3.2: Sensor Fusion and Fault Diagnosis References

Concept and Model for Data Fusion Appendix 8.7:Interim Report 2/3 Pages
JDL model for Data Fusion i\iﬁ:ndix 8.7:Interim Report 2/3 Pages
Pit Falls in Data Fusion f\iﬁeBndix 8.7:Interim Report 2/3 Pages
Application of Data Fusion to Diagnosis gg;i?ndix 8.7:Interim Report 2/3 Pages
Fault Diagnostics Examples: Feature Level Fusion iib3§ndix 8.7:Interim Report 2/3 Pages
Fault Diagnostics Examples: Decision Level Fusion f\?}_sjndix 8.7:Interim Report 2/3 Pages
LAV Top Degrader Study j\?);;:nsdix 8.7:Interim Report 2/3 Pages
Additional details related to Sensor Fusion and Fault Diagnosis \iz;gzlso documented in the Appendix 8.6:
Ian;zr;T Report 1 (Appendix 4 Pages 98-116) ; Appendix 8.7: Interim Report 2/3 (Appendix 7.4 Pages

3.4 Data Mining and Decision Support

3.4.1 Quadrant Model Review

The quadrant model is a classification tool used to categorize the elements along
two distinctly different attributes. Relevant to this study, the attributes considered
are the mission value and risk/uniqueness. The main computation performed in
this model is the quantification of risk and mission value associated with the
different components. In the generic quadrant model, the X-axis represents the
mission value of a particular component and the Y-axis represents the
risk/uniqueness associated with the components. The value from left to right on
the X-axis and bottom to up on the Y-axis increases from low to high.

The quadrant model has two ‘dividers’ that partition the X -Y plane into four
distinct quadrants. They are categorized as “Routine, Leveraged, Bottleneck and
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Critical”. Each of the quadrants represents components with distinct levels of risk
and mission value. The dividers can be adjusted to change the fraction of
components falling into the four categories. Figure 3.3 shows the quadrant model
with a sample of the attributes that ascertain which components belong to the
respective quadrants.

High Bottleneck museec campuers Critical qank engnes
I * One or restricted sources * One or restricted sources
= Few options * Few oplions
g * Low volume * Low volume
Q * Low marKel capacity * Low market capacity
g *Low value * lligh value
g_ * Low substitutability * Low substitutahility
‘T Routine eapercips) Leveraged ispark pugs
2
¥ * Many sources *Many sources
n * Many options * Many aplions
14 + ligh velume < igh valume
* Large market capacin * Large market capacify
< 1L.ow value * High value
+ Iligh substitutability * High substitutability
Low ¢ Mission Value High

Figure 3.3 Quadrant Model Showing the Attributes & a Sample of the
Various Criteria that Determine which Component Belongs to the
Respective Quadrants.

With the above concept, specific business rules can be applied for each category
to assist in decision making at various levels. In addition, this will help in
identifying critical components in the LAV for which CBM can be enforced for
diagnosis and prognosis.

The quadrant model assists in decision-making. Apart from the quadrant model,
various techniques are available for analysis. One such technique considered is

“Data mining”. Combining data mining techniques with the quadrant model can
improve the granularity of classification of SECREPS. The study team had
discussions with Capt. Jake Enholm who had been working on the quad model.
The work is deemed to be complementary. The study team investigated a
methodology to do the transformation of attributes for plotting using tensor
calculus in support of Capt. Enholm’s efforts. Those initial results are promising
and bear further future study.

3.4.2 Decision Support Systems with Data Mining

In this study, Data mining techniques are needed to support maintenance related
decisions that are made at different levels (Strategic, Operational and Tactical)
within the USMC. In the quadrant model, all the parts that are classified as critical
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are treated according to the same business rules. There is not much scope for
prioritizing the requirements of components within each category of the quadrant
model. To achieve greater granularity the use of other data mining techniques is
suggested.

The primary decision considered here is that of prioritizing the procurement of
components within a fixed budget. The input data considered are similar to those
used for the quadrant model analysis (provided by the sponsors). Data elements
used were from the FEDLOG, Logistics Data Repository (LDR), Supply chain
management center, in combination with some of the simulation results.

Though the decision considered here is at the strategic level, similar techniques
can be considered for the operational and tactical levels. At the strategic level,
the main objective is to limit the costs incurred as part of maintenance
procurement, while at the tactical level the emphasis would be on the availability
of the required components. The decisions made at the strategic level would be
based on historical (long term) data while the tactical level decisions would be
made in near real time. It is important that the decision support system
developed be aligned along the three different levels to improve operational
efficiency. Figure 3.4 shows the overview of the processing element for data
mining.

MAIN PROCESSOR FOR THE DATAMINING

Algerithm Selection
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Figure 3.4 Processing Elements for Data Mining
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3.4.3 Data Mining Implementation Techniques

In Table 3.3, Column 1 specifies the data mining implementation techniques for
IDGE and Column 2 specifies its relevant Appendix and IR and page numbers.

lementation Techniqgues References

Implementation of Data Mining Techniques Appendix 8.7:Interim Report 2/3 Pages
26-27

Implementation of Classification Algorithm using Appendix 8.7:Interim Report 2/3 Pages

MATLAB 27-28

Validation and Evaluation of Data Mining Techniques Appendix 8.7:Interim Report 2/3 Page
28

Misclassification Error rate of Classification Algorithms | Appendix 8.7:Interim Report 2/3 Pages

and Principal Component Analysis 28-29

Sensitivity and Specificity Analysis of Classification Appendix 8.7:Interim Report 2/3 Pages

Algorithms with Principal Component Analysis 30-31

Fundamental concepts of Data Mining are presented in the Appendix 8.6: Interim Report 1:
Chapter 6 (pages 44-52).

Theoretical details related to the various Data mining techniques are documented in the Appendix
8.7: Interim Report 2/3 (Appendix 7.3, Pages 74-82).
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4 LOGISTICS SYSTEM INFORMATION

Task 3: Logistics Systems Information. Review the suitability of current and future
logistics systems to use the maintenance information generated to make logistic support
decisions for the selected USMC end item and future systems.
e Task 3.1. Determine the quantity/quality/timeliness of information to be used at:
o The unit/end item level
o The Marine Expeditionary Brigade (MEB) level
o The HQMC/SYSCOM/MCLC level
e Task 3.2: Review candidate decision tool technologies and recommend which
are most suitable for implementation.

The OA forms the foundation to the USMC future logistics systems. In order to
develop the architecture for the USMC maintenance logistics system, the team
executed the following logical steps.
- Using the OA, specific cases relevant to maintenance were identified
- Details regarding the information exchange between the nodes
(organizations) were captured
- The specific data attributes that is to be sent from node to node were
identified
- The nodes within the maintenance cases were mapped to specific
organizations within USMC
- Using this mapping, possible scenarios were generated
- ldentified nodes (organizations) within these scenarios where decision
making is required
- The data that needs to be captured to support each of these decisions at
the nodes were identified
- Recommendations were made for the type of analysis that needs to be
done and to support these decisions
- The system and technologies that would enable the exchange of the
required information were identified

4.1 Use Case Analysis
4.1.1 Why Use Cases

Following the top-down perspective, that is, a user-driven analysis, we propose
the use of use cases to document current and envisioned practices that users of
IDGE will use. Use cases allows the documentation of scenarios using the
terminology of potential users in a manner that clarifies how the proposed system
will, in fact, be used by the users. These are documented to understand the
decisions the actors make, the data the actors use, how they communicate with
one another as well as the system, as well as to understand the limitations of
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constructing the system. Our efforts at creating these use cases are, therefore,
informed by the following:

« We assume that the envisioned use cases will follow an anchor and adjust
strategy, that is, the current practices will be respected to the extent possible.

. We assume that the envisioned use cases will provide a path to use current
legacy systems in the near term with an extension to a full-blown IDGE
system in the future

. We assume that the informal, social practices that make the current practices
work will be retained, to the extent possible, in the proposed practices, to
ensure that the benefits of these are not lost

4.1.2 Understanding Use Cases

A Use Case is a description of the interaction of a potential user with an
envisioned system (Jacobson et al. 1995). The description contains sufficient
information that allows progress during the analysis without final commitment. A
use case is written using terminology that is familiar to the potential users. A
single Use Case, thus, represents a unit of analysis that (a) potential users can
relate to and confirm, (2) designers can build and deploy, (3) implementers can
test, and (4) project managers can use to estimate effort. Further background
information about use cases, how they are documented, their benefits, and how
they can be utilized for different purposes can be found in (Appendix 8.7: IR2/3,

Chapter 3).

Figure 4.1 below shows the basic use case notation. An actor (stick figure)
represents the role played by a potential user. A use case (oval) is the
description of interactions that an individual actor will carry out with a system
(OMG 2004). In addition, functional groupings of use cases are sometimes
referred to as packages (rectangle).

Actor

Use
Case

Package
Ly

|
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Figure 4.1 Notations for Use Cases

4.1.3 Creating Use Cases to Envision IDGE

The previous Interim Reports (Appendix 8.7: IR2/3, Chapter 3) outlined the
process we had initiated for constructing the use cases. Here, we report updates
to this process, including how it was adapted for the current project.

The key participants in the early phases of the process included Major Blake and
Colonel Grimes, who provided valuable inputs to the early versions of the use
cases. These were followed by multiple iterations of the use cases within the
team, and during the months of March and April, were validated by visits to the
Schoolhouse in Aberdeen, MD, and the Logistics Depot at Albany, GA.

An infrastructure — primarily containing the hardware — was created following the
preliminary discussions with Col. Grimes and Maj. Blake. This is also available in
the previous interim report (Figure 3.3, (Appendix 8.7: IR2/3, Chapter 3)).

Based on an investigation of how in-theatre and in-depot maintenance is done, a
total of 25 use cases were initially created, which were revised following further
discussions and changes following the visit to Albany, GA. At final count a total of
31 use cases have been documented and are part of this final report. Figure 4.3
shows the summary of the use cases.
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Figure 4.2 Summaries of Use Cases

We realize that the figure is difficult to read. The complete set of use cases is
shown in Appendix 8.4.1 and is available for browsing in a hyperlinked format
using the web browser by opening the file idge-usecase.zip (enclosed on the CD
supplied with this final report). The software needed to view these use cases is
any web browser such as Internet Explorer. Figure 4.2A shows a screen
snapshot of the browsable set of use cases.
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